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Abstract. Until recently, convolutional neural networks have been the de facto

method for computer vision tasks. On the other hand, Transformers have gained

popularity in several domains including computer vision. They are known mainly

for desired properties including dynamic attention and improved generalisation.

Transformers have excellent global representation capabilities but lack the lo-

cality inherent to convolutional neural networks. Besides, the global properties

in Transformers are desired in convolutional-based tasks. In this study, we use

separate fully convolutional Transformers (FCT) modules which take ResNet-

50 feature maps as input. A combination of intermediate and final ResNet-50

model feature maps is used to learn global dependencies of the inputs for image

classification. In detail, FCT is a modified Transformer which consists of convo-

lutional layers in place of linear layers. As a result, we observe improved results

over the baseline model when trained on the CIFAR-10 dataset.

Keywords: CNN · Visual Transformer · Visual Attention.

1 Introduction

Over the years, extensive studies have been done on convolutional neural networks

(CNNs) [5]. Overall, they have demonstrated good performance and have dominated

the area of computer vision [9,27,25]. With this impressive performance, other do-

mains including natural language processing (NLP) [16,33,38] and speech recognition

[7,15,20] have either adapted CNNs to form hybrid models or created novel models

consisting entirely of convolutional operators. CNNs are mainly characterised by local

connectivity and a shift-invariance property [3]. Even though CNNs have dominated

the computer vision space, they lack the ability to learn long-range dependencies due

to their poor scaling properties with respect to large receptive fields [21].

Other models without convolutional building blocks have been introduced in the

space of computer vision [21,32,28]. A recent algorithm is the Visual Transformer (ViT)

model which has attained impressive results for computer vision tasks [4]. Transform-

ers were originally introduced by Vaswani et al. [31], and have become the go-to model

for NLP-related tasks [4]. It has since been adapted to computer vision and is now gain-

ing popularity [29]. Some studies have reported the possibility of Transformers replac-

ing CNNs entirely [3]. This is largely due to their dynamic attention properties [36],
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scalability [4], improved generalisation and long-range capacities [29]. Unfortunately,

ViT is computationally heavy as operations grow quadratically according to the num-

ber of pixels in an input image [3].

New studies have explored hybrid models which combine convolutions and Trans-

formers for the best of both worlds and resolve previous challenges [36,30,6,37]. To

this end, Tragakis et al. [30] introduced the Fully Convolutional Transformer (FCT)

module, a modified Transformer model which replaces linear projections with con-

volutional operators. It works by first extracting long-range dependencies and finally

capturing global hierarchical attributes. FCT is characterised by convolutional atten-

tion and a wide-focus module. It is also trainable and has demonstrated improved

performance by large margins.

Inspired by Jetley et al. [12], we create a concurrent/hybrid model which attaches

the FCT module to a ResNet-50 [9]. More precisely, we feed FCT with intermediate

representations at different layers together with the feature map of the final convolu-

tion block of a ResNet-50 model to classify the CIFAR-10 dataset. We train the model

in an end-to-end (without pre-training) approach and observe improved performance.

In summary, our main contribution is that we build a hybrid model for image classifi-

cation.

2 Related Work

Natural Language Processing has enjoyed recent success in deep learning, and this can

be mainly attributed to the introduction of Transformers [31]. Transformers have the

capability of capturing long-range dependencies with the help of self-attention mecha-

nisms [31,4,36]. Self-attentions are non-local [35,37] in nature and have been successful

in several domains including computer vision [31]. In computer vision, some studies

have introduced architectures that are only made up of self-attention [21,35,24]. Oth-

ers have augmented convolutions with self-attention [2].

When a self-attention mechanism is applied to a computer vision task, each pixel

of the image attends to every other pixel making self-attention unable to scale for

large input sizes [4]. For this reason, Dosovitskiv et al. [4] introduced Vision Trans-

former (ViT) to efficiently scale realistic input sizes. The success achieved with ViT has

sparked significant interest in applying Transformers in computer vision [34]. Since

then, some studies have created special cases of ViT [36] and others have created hy-

brid models by mixing ViT with state-of-the-art CNN backbones [37]. Also, other stud-

ies have refined the ViT model by creating a robust version [17] and some have used

the design structure of ViT but with multi-layer perceptron (MLP) architecture as the

backbone [28].

In our case, we create a hybrid model by passing intermediate feature maps from

a ResNet-50 model to Fully Convolutional Transformer (FCT) modules. By using this

approach, we encourage early layers of the model to learn similar features of the global

image descriptor.
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3 Methodology

Our aim is to build a hybrid model that is able to learn long-range dependencies and

capture the global features of an image.

3.1 Preliminaries

We consider a dataset D = {X ,Y}, where X represents the input images and Y
represents the target values. For each image x ∈ RH×W×C

, H and W are dimensions

of the image and C represents the number of channels of the image. We seek to learn

a model that best approximates the true target values. For this study, we achieve our

goal by modifying a ResNet-50 model to have auxiliary layers at different layers of the

network. Specifically, the auxiliary layers are Fully Convolutional Transformer (FCT)

modules, which take in input feature maps from certain layers of the network. By

doing so, we expect the model to focus on discriminating regions of the input while

paying less attention to regions of less importance.

First, we present background on the various components used in the model. These

include ResNet-50, MHSA (Multi-Head Self-Attention), FL (Focus Layer), BN (Batch

Normalisation) and LN (Layer Normalisation).

ResNet-50. ResNet-50 inherits its name from residual network with 50 layers. It is

characterised by several convolutional layers stacked together as convolutional blocks

with skip connections. For an input x ∈ RH×W×C
, a skip connection is defined as

x′ = F(x) + x, (1)

where F(x) is the output of a convolutional block and x′
is the output of the skip con-

nection. Also, the number of layers changes depending on the variant of the ResNet

model while maintaining the number of blocks at 4. For example, ResNet-50 has 3

convolutional layers in the first convolutional block, 4 convolutional layers in the sec-

ond convolutional block, 6 convolutional layers in the third convolutional block and

another 3 convolutional layers in the final convolutional block.

MHSA. In this study, we linearly transform input x ∈ RH×W×C
to three represen-

tations namely a query (Q), key (K) and value (V ), using three matrices WQ, WK

and WV . It should be noted that these matrices are learnable. The representations Q,

K and V are computed as

Q = xWQ K = xWK , V = xWV . (2)

Next, we define self-attention as

Attention(Q,K, V ) = softmax

(
QK⊤
√
d

)
V, (3)
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where d is a scaling factor. A single self-attention is known as a head. Multi-Head

Self-Attention computes several heads (h) in a parallel approach and concatenates the

outputs. MHSA is given as

MHSA(Q,K, V ) = Concat(head1, head2, . . . , headn), (4)

where n represents the number of heads and Concat(·) is a concatenating function.

FL. The Focus Layer is a feature aggregation layer which applies convolutions to

extract fine-grained information from the output of the MHSA output. For input x ∈
RH×W×C

, the focus layer is defined as

FL(x) = σ(Conv(x)), (5)

where Conv(·) is a convolutional operator and σ(·) is an activation function, which

in our case is GELU [10].

BN. & LN. Normalisation as the name suggests is a technique used to normalise the

mini-batch or layers of a model to zero mean and unit variance. It is batch normalisa-

tion (BN) [11] if applied on a mini-batch and layer normalisation (LN) [1] otherwise.

For a sample x ∈ Rd
, normalisation is defined as

N(x) =
x− µ

σ
◦ γ + β, (6)

where µ ∈ R is the mean and σ ∈ R is the standard deviation of the feature maps, ◦
is an element-wise multiplication, and γ ∈ Rd

, β ∈ Rd
are learnable parameters.

3.2 Paying Multiple Attention

Our proposed model is illustrated in Figure 1. In detail, we extract feature maps de-

noted by ẑl, where l ∈ {1, . . . , ℓ} represents a convolutional layer. Assuming equal

dimensions, we add ẑl to a global image descriptor g and pass the output to an FCT for

attention. A global image descriptor in this case is the output of the penultimate layer

of a ResNet-50 model. Finally, the feature maps from the FCT modules are concate-

nated into a single vector for classification purposes. We use this approach of learn-

ing to force earlier layers in the model to learn similar mappings of the global image

descriptor of the vanilla model (without attention). We achieve this by using ẑl to

contribute directly to the classification step [12].

3.3 Fully Convolutional Transformers

The Fully Convolutional Transformer (FCT) module is a special case of the Trans-

former module (Fig. 2). In FCT, transformations are done using convolutional func-

tions instead of position-wise linear projection for the attention operation inherent in

Transformers [36]. The motivation behind using convolutions is to keep local relations

between pixels/features while simultaneously maintaining the Transformer structure.
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Fig. 1. Illustrating the overall model. Instead of feeding linear classification layers with feature

maps of the final block of a backbone model, we first feed intermediate feature maps to FCT

modules to capture long-range dependencies, then concatenate the output and later classify.

In our model, the input to the FCT module is a feature map extracted from intermediate

layers of the ResNet-50 model. First, we convert the feature maps into overlapping

patches using convolution. The generated patches are analogous to tokens in NLP [36].

Next, we feed the generated patches to a depth-wise convolution to generate Q, K ,

and V . We normalise the outputs and apply MHSA to generate attention. Finally, we

fuse the outputs with the patches and feed a normalised resultant to the focus layer

which aggregates features using convolution. We summarise FCT mathematically as

follows:

zl−1 = PatchEmbed(ẑl−1 + g), (7)

zl = MHSA(N(ConvProj(zl−1))) + zl−1, (8)

zl+1 = FL(N(zl)) + zl, (9)

where ẑl−1 is a feature map from an intermediate representation of the network and

g is a global image descriptor. PatchEmbed(·) is a convolutional operator used to

create patch embeddings. The patch embeddings are used to generate Q, K , and V for

MHSA (see Eqn. 4) using ConvProj which is a depth-wise convolution. Before that, Q,

K , and V are normalised using either batch normalisation or layer normalisation (see

Eqn. 6).

4 Experiments and Results

Experimental Setup. We implement the description of the model in Section 3 and

experiment using the CIFAR-10 image dataset [14]. First, we augment the data by ran-

dom cropping, padding, or flipping the images either horizontally or vertically. With
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Fig. 2. Details of the Fully Convolutional Transformer (FCT) module. It takes in feature maps

from intermediate layers of the backbone network, creates patch embeddings, projects to Q, K ,

and V for the MHSA mechanism, and feeds to another convolution layer for classification.

Table 1. Top-1 validation classification accuracy on CIFAR-10 dataset.

Model Top-1 Acc. (%)

vanilla (ResNet-50) 92.87

ours (with LN) 93.04

ours (with BN) 93.35

ours (pre-trained) 95.72

a batch size of 128, we train the model using the Adam optimizer [13] at a learning

rate of 0.01, a weight decay of 1 × 10−4
and cyclical learning rates [26]. We also clip

all gradients at global norm 1 [4]. Moreover, we initialise the model using the Kaiming

normal initialiser [8] and train end-to-end for 200 epochs. Finally, we use cross-entropy

loss as our cost function, and top-1 accuracy to measure performance for the various

experiments.

Results. We modified a ResNet-50 model to predict the classes of CIFAR-10 im-

age dataset. In detail, we feed intermediate layers from the ResNet-50 model to a

Fully Convolutional Transformer (FCT) module. As a baseline, we train a ResNet-50

with no modifications and achieve 92.87% validation accuracy. Motivated by Wu et

al. [36], we experiment with two normalisation techniques: batch normalisation (BN)

and layer normalisation (LN). We observe that our model trained with BN performs

slightly better than the LN version. To compare, we also train our model initialised

with pre-trained weights from ImageNet [22]. We observe a relatively close perfor-

mance between our model trained from scratch and our model trained with pre-trained

weights (see Table 1). Additionally, we predict and use Grad-CAM [23] to generate lo-

calisation maps on the input images (see Fig. 5 in the Appendix).

We also generate a confusion matrix (see Fig. 3) from our best-performing model

(that is, the model trained from scratch with batch normalisation). We see in Figure 3

that the model struggles to correctly classify the cat category, misclassifying 150 im-

ages and mostly classifying them as dogs. This can be partly explained by the visual
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Fig. 3. The confusion matrix of our model on the CIFAR-10 validation set.

similarity that exists between cats and dogs. As support to this claim, we see that

several dogs are misclassified as cats.

Furthermore, we visualise attention maps of the various auxiliary layers used in

our model. Since we add a global image descriptor to intermediate feature maps, we

expect certain regions of the output to have high values if they contain similar or parts

of dominating regions of the global image descriptor. We observe that the earliest layer

(that is the first FCT) produces coarse localisations on the discriminative regions. We

see that as we progress through the network, the model produces finer localisations

and is more focused on the object of interest (Fig. 4).

5 Conclusion

In this study, we attempted to learn long-range dependencies and capture global fea-

tures using a modified ResNet-50 which outputs feature maps from intermediate layers

to Fully Convolutional Transformer (FCT) modules. We trained the model in an end-

to-end fashion and observed superior performance over the vanilla model (ResNet-50

with no FCT modules) used for the study. Also, we observed the benefit of training

the model with batch normalisation over layer normalisation. Finally, we saw that

our model is able to highlight discriminating regions of the input image, generating

coarse localisations to fine localisations as it progresses through the layers. Overall,

we demonstrated the potential of the proposed model and thus have provided a new

perspective for the future design of hybrid models containing convolutional blocks

and Transformers.
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Input Image FCT 1 FCT 2 FCT 3 Overall

Fig. 4. Discriminating regions of randomly selected images using Grad-CAM.
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Appendix

Fig. 5.We predict and highlight discriminating regions of a subset of the validation set of CIFAR-

10. We observe high confidence the predictions. It should be noted that we rounded the confi-

dence values to the nearest integer percentages.
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