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Abstract
A technique for tracking the orientation and position of a near-
planar surface in real-time is presented. It uses the principle of
structured light to determine 3D surface shape, by the projec-
tion of a dense pattern of uniform (uncoded) stripes. In order to
estimate pose a weighted least-squares plane is fitted to the 3D
data. As an example the technique is applied in a gaming en-
vironment where the user moves and rotates his/her open hand
in the field of view of the structured light system to control the
yaw, pitch and speed of a model aircraft in real-time.

1. Introduction
High-speed 3D shape measurement and tracking has immense
potential in a wide variety of application fields [1], ranging from
medical imaging and industrial testing to mobile robot navi-
gation and the gaming industry. Such a system may involve
two steps: (1) reconstructing or estimating the shape of some
dynamic target surface, and (2) approximating and tracking its
orientation and position over time.

The first step is usually regarded as a computer vision prob-
lem, and addressed through the utilization of a 3D imaging
method such as stereo vision [1, 2] or structured light [3, 4].
The latter has the advantage over the former that its output res-
olution and accuracy can be controlled to a far greater extent.
On the other hand, unlike stereo systems that require only two
cameras, structured light is an active vision system that has to
project a pattern onto a target surface, that has to be opaque and
non-specular, in order to measure it. If the specific application
permits, however, structured light is ideal for high-speed, low-
cost and high-quality 3D surface acquisition.

A structured light system consists typically of a projector
(for casting some pattern onto the target surface) and a camera
(for capturing the reflecting pattern). The pattern is found in
the image and its deformation reveals the shape of the target.
The concept evolved from single laser-spot projection, requir-
ing several hours to complete a scan, to the projection of com-
plex patterns that can measure large surface areas in a few mil-
liseconds. For real-time systems it is imperative that sufficient
information for full surface reconstruction is gathered within
the timebase of a single video frame. A dense pattern of par-
allel stripes is often chosen as a projection pattern because it
can cover a large surface area in a single shot and can produce
high-quality 3D models.

The problem associated with multiple stripe patterns, here
called theindexing problem, amounts to establishing correct
correspondences between the projected stripes and those ob-
served in the recorded image. Various different approaches have
been proposed, including coding stripes by colour [5], width
[6] and time-dependent sequences [4]. These have limitations
however: colour cannot be applied consistently to surfaces with
weak or ambiguous reflectance, for width coding the resolu-

tion is less than for uniform narrow stripes, and time-coded
sequences require multiple images over time and are thus not
suitable for real-time applications. In light of this we are biased
to the use ofuncoded(i.e. homogeneous) stripes. The indexing
problem becomes more involved but can still be solved with a
high degree of accuracy [7].

Once a 3D model is constructed the target surface can be
tracked over time as it moves, rotates and deforms. We ac-
complish this by fitting a weighted least-squares plane to the
data and tracking its orientation and position in 3D space. As
an example for application the technique is implemented in a
human-computer interaction (HCI) system where a user con-
trols the yaw, pitch and speed of a model aircraft in real-time,
by moving and turning his/her open hand in the field of view of
the structured light system.

The remainder of the paper is structured as follows. Sec-
tion 2 discusses the structured light system we use for 3D re-
construction, a calibration technique and how a surface model
can be built. Section 3 explains the method for pose estimation,
provides some simplifications in order to speed up the system
for real-time applications, and describes the HCI system devel-
oped for controlling a model aircraft. The paper is concluded in
section 4.

2. Structured light
A schematic diagram of a typical structured light system is
shown in Fig. 1. A light stripe is projected onto some target
surface, and captured by a camera. The stripe is extracted from
the image and, together with the spatial relationship between
the projector and camera, reveals the 3D shape of the surface
along that stripe. This system uses a single stripe to measure
one “slice” at a time, and the target object can now be moved
or rotated repeatedly in order to measure other parts that can
finally be stitched together into a surface model.
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Figure 1:Schematic diagram of a structured light system where
a light source projects a stripe onto a target object’s surface
and a camera captures the scene.



The above procedure can be very effective in generating ac-
curate and high-resolution surface models of stationary objects.
It is slow however, and does not lend itself to real-time applica-
tions where complete surface information has to be acquired at
frame rate (i.e. within a few milliseconds).

The current availability of controlled light sources, such
as DLP projectors, allows for more complex patterns that in-
crease the surface area measurable per single scan. A dense
pattern of parallel stripes is a popular choice [8], but its recon-
struction accuracy depends upon establishing correct correspon-
dence between projected and recorded stripes (so that, as shown
in Fig. 1, surface points can be determined as intersections with
the correct stripe planes). Different methods have been devised
to discriminate between captured stripes by, for example, vary-
ing colour or width. However we are interested in patterns of
homogeneous stripes as they can be applied consistently on sur-
faces with weak or ambiguous reflection and produce maximal
resolution [7].

2.1. Calibration

Calibration of the structured light system is necessary in order
to extract accurate metric information. Without calibration a
surface can be reconstructed only up to some projective trans-
formation [9] which does not preserve distance.

The calibration procedure should produce the intrinsic pa-
rameters (such as the focal lengths, principal points and distor-
tion coefficients) of the camera and projector, as well as the rel-
ative pose between the camera and projector (often referred to
as the extrinsic parameters). The parameters can be determined
once prior to surface acquisition under the assumption that they
remain fixed throughout operation.

Figure 2 depicts the layout of the structured light system
and our defined coordinate system. The camera is located at the
system origin and the projector at pointp. The camera ray asso-
ciated with pixel(r, c) in the image will be denoted byr(r, c),
and the projected plane that produces stripen will have normal
vectort(n).
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Figure 2:We let the system coordinate frame(X, Y, Z) coincide
with the camera’s. The projector is located at pointp and stripe
planen has normalt(n). The camera ray associated with pixel
(r, c) is denoted byr(r, c).

The camera’s intrinsic parameters can be found through
Zhang’s method [10] (for example). A printed grid pattern is
attached to a planar surface and captured under different orien-
tations. Figure 3a shows one such image. The grid is extracted
from the images by a corner detector (e.g. [11]) and the cam-
era’s parameters are then estimated using a closed-form solu-
tion. The parameters can be refined further through the mini-

mization of a non-linear functional. We let the camera’s prin-
cipal point coincide with the system origin. After calibration
any pixel(r, c), i.e. at rowr and columnc, in a captured image
can be associated with a rayr(r, c) ∈ R3. The surface pointx
captured at(r, c) is then located atλ r(r, c), as can be seen in
Fig. 2, for some unknownλ > 0.

The projector may be calibrated as follows. A grid pattern
is projected onto a planar surface within the camera’s field of
view and an image is recorded. Such an image is shown in
Fig. 3b. The location and orientation, in system coordinates,
of the planar surface is determined by means of physical mark-
ers at known distances apart (the four outer corner markers in
Fig. 3b). The locations of the projected grid points are found by
computing intersections of this plane with the camera rays cor-
responding to their pixel coordinates. Repeating the process for
different orientations of the plane yields a collection of points
in space that can be used to trace back the positionp of the pro-
jector. A row (or column) of the projected grid can then be used
to determine the relative orientation of the projector. Here it is
assumed that the projector counters the effects of radial distor-
tion internally, which is true for most DLP projectors and can
be verified easily by observing that the projection of any straight
line onto a planar surface remains straight.

The stripe pattern is typically an image consisting of alter-
nating black and white bands of pixel rows, displayed at full-
screen resolution. A single stripe can be associated with some
indexn, directly related to a row (or column) in the pattern, and
the calibration parameters can be used to determine a normal
vectort(n) of the plane containing that stripe (see Fig. 2).

(a) (b)

Figure 3: Examples of captured images for calibrating (a) the
camera and (b) the projector. In (b) the four outer corners are
physically printed on the plane, and the inner grid is projected
by the projector.

2.2. Indexing uncoded stripes

Before 3D surface points can be determined (as Fig. 2 illus-
trates, by intersections of camera rays with projection planes)
the stripes in the recorded image need to be (1) located and (2)
indexed. The latter refers to the assignment of indices to lo-
cated stripe pixels, which correspond to the individual projected
stripes. For example, we may choose to assign an index 0 to the
centre stripe and increase (decrease) the index as the row in the
projection pattern increases (decreases). An indexn can then
be mapped to its corresponding stripe plane.

To locate the stripes in the image a simple and quick linear
search for local maxima in luminance values across every col-
umn can be sufficient, where additional local thresholding can
be applied to reduce the effects of noise.

The method we developed for indexing dense patterns of
uncoded stripes is described in detail in [7] and a brief summary
is given here. The method relies on some geometric constraints
derived from the epipolar geometry [12] of the system. Located
stripe pixels are grouped according to “left–right” adjacencies



(meant here in an 8-connected sense). Certain smoothness as-
sumptions on the surface are made which then permit the as-
signment of a single index to all pixels in a connected group.
“Up–down” adjacencies between the groups are evaluated in
order to build a weighted directed graph. Here edge weights
favour clear (and likely to be correct) index transitions between
groups. A traversal of a maximum spanning tree of the graph
yields an indexing of all the groups relative to an arbitrary start-
ing point. These relative indices differ from their true values by
some constantK found, in our implementation, through locat-
ing a single reference stripe (noticeable in the image as being
slightly darker than the rest) with known index.

The abovementioned smoothness assumption regards ele-
ments of an apparently continuous stripe in the image as the
same projected stripe. Discontinuities in surface depth of a cer-
tain critical size can nullify this assumption, introduce index-
ing errors and necessitate stripe coding [7]. But we aim to re-
construct near-planar surfaces that should not contain such dis-
continuities and, because the indexing method seeks a solution
that agrees with stripe connections and transitions correctly on
a global scale, errors tend to be small, localized and have little
influence on the pose of the reconstructed model.

Figure 4 shows an example image of a statue’s head, and
a close-up in which the dense stripe pattern can be seen. The
located stripe pixels are shown on the right, coloured according
to assigned indices (note that the colour sequence repeats).

close-up indexed stripes

Figure 4:A captured image and a close-up, in which the dense
stripe pattern can be seen. The stripes need to be located and
indexed, as shown on the right, for reconstruction.

2.3. 3D reconstruction

The above procedure yields a collection of indexed stripe pix-
els, each having pixel coordinates(ri, ci) and an indexni. We
determine each one’s associated surface pointxi as the inter-
section of the camera rayr(ri, ci) with stripe planeni having
normalt(ni). Hence

xi =

(
t(ni) · p

t(ni) · r(ri, ci)

)
r(ri, ci), (1)

wherep indicates the position of the projector (see Fig. 2).
3D points can be calculated for all indexed stripe pixels and

a piecewise linear surface can then be constructed in the fol-
lowing way. Suppose the recorded image hasN columns, letP
indicate the total number of indexed stripes andnmin the small-
est index found. Letx(i, j) indicate the surface point on stripe
ni = i + nmin − 1 captured on image columnj (we know
from the epipolar constraints that an index can exist at most
once in each image column). If such a point does not exist,
i.e. if stripeni is not present in columnj, x(i, j) is flagged as
“missing”. S is then defined to be the quadrilateral mesh con-
sisting of all 4-sided polygons with verticesx(i, j), x(i, j +1),

x(i + 1, j + 1) andx(i + 1, j), with i = 1, . . . , P − 1 and
j = 1, . . . , N − 1. Quadrilaterals containing missing points as
vertices are removed fromS.

An example of a 3D surface reconstructed by this method
is shown in Fig. 5, from the source image shown on the left.
The model is shown from different viewpoints and consists of
roughly 100,000 vertices.

Figure 5: The surface reconstructed from the single image on
the left, shown here from 4 different viewpoints.

Note that the resolution (or smallest measurable interval) of
the system depends on the resolution of the image, as stripes are
found only to pixel accuracy. A so-called sub-pixel estimator
can be applied [13] which has been shown to greatly improve
the resolution. Further surface processing such as hole-filling,
smoothing, subdivision, etc., can also be performed to enhance
the visual appearance of the 3D model.

3. Real-time surface tracking
The aim of this work is to track the position and orientation,
which we collectively refer to aspose, of a near-planar surface
such as an open hand. Figure 6 shows an image captured of a
hand on the left and its reconstruction on the right.

3.1. Pose estimation

We opt to approximate the pose of the hand by a weighted least-
squares plane. The palm should influence the orientation of
such a plane more than the fingertips, hence weights are as-
signed according to the distance from the mean of the collection
of points (assumed to be close to the centre of the palm). Sup-
posexi = (xi, yi, zi), i = 1, . . . , n are the 3D surface points,
and letm denote their mean. The Euclidean distance between
xi andm is denoted bydi. We scale these distances to the
interval(0, 1) and subtract from 1 to arrive at weights

wi = 1− di − dmin

maxj{dj − dmin}
, with dmin = minj{dj}. (2)

The equation of a plane isax + by + cz + d = 0 which,
assuming thatc 6= 0, may be rewritten asαx + βy + γ = z.
The unknownsα, β andγ can be found through a least-squares
solution of the overdetermined system

W

 x1 y1 1
...

...
...

xn yn 1


 α

β
γ

 = W

 z1

...
zn

 , (3)

with W then× n diagonal matrix containingwi, i = 1, . . . , n
on the diagonal. Note that the contribution of each point is actu-
ally weighed byw2

i in the sum minimized by the least-squares
solution to the above system.



The plane can now be defined completely by its normal vec-
tor n and a pointq on it, where

n =

 α
β

−1

 and q =

 mx

my

αmx + βmy + γ

. (4)

Heremx andmy indicate thex- andy-coordinates ofm re-
spectively and, as it stands,n is not normalized. Note that the
assumption that thez-component ofn will never be zero is valid
because the structured light system cannot reconstruct surfaces
parallel to theZ-axis. An example of a weighted least-squares
plane is shown in Fig. 6 (right).

source image 3D reconstruction

Figure 6:The pose of the hand is approximated by a plane in a
weighted least-squares sense.

The plane estimates one translational and two rotational de-
grees of freedom (DOF) of the pose of the hand. We aim to ex-
tract this information and apply it to some computerized model
in real-time. The structured light system used for the exam-
ples in Fig. 5 and Fig. 6 utilizes a colour camera with resolution
1024× 768, and projects roughly 120 stripes across the surface
of the hand (depending, of course, on the hand’s distance from
the projector). It yields a 3D model consisting on average of
about50, 000 points. The time required for the entire process
by our implementation in C, executed on a Pentium 1.79 GHz
dual-core processor with 2GB RAM, is given in Table 1 (the
process of capturing an image involves sending a request to the
camera, waiting and receiving camera output).

process time (s) Hz
capture image 0.018 56
locate stripes 0.053 19
index stripes 0.087 11
calculate 3D points 0.028 36
determine pose 0.019 53

TOTAL 0.205 5

Table 1:The execution times required by the various processes
in estimating the pose of an open hand.

3.2. Simplifying the system for real-time

Although fast, particularly when considering the size of the gen-
erated models, 5 frames per second (fps) is hardly real-time.
Since we are chiefly interested in the pose of the hand, and in
an effort to speed up the process, the number of points in the
output data can be reduced drastically. A simple test shows
that a reduced version of the 3D model in Fig. 6, consisting

of only about 2,500 points instead of 50,000, produces a least-
squares plane very close to the one fitted to the original data.
The normals differ by only about 0.01 degrees and the points
determined through (4) are only 0.3mmapart.

Our simplified system captures640× 480 images, projects
roughly 35 stripes across the surface of the hand and generates
about2, 500 points. Each image now contains almost 0.4 times
as many pixels and the number of stripes that need to be lo-
cated and indexed is about a third of the number in the original
system. All the algorithms can be implemented in linear time
complexity, except for solving (3) which is quadratic inn. The
execution times achieved by the simplified system are given in
Table 2.

process time (s) Hz
capture image 0.011 91
locate stripes 0.012 83
index stripes 0.016 63
calculate 3D points 0.006 167
determine pose 0.004 250

TOTAL 0.049 20

Table 2:The execution times required for the simplified system
to estimate the pose of an open hand. Experimental tests show
that the result is insignificantly different from that of the original
system.

This technique for estimating the 3D pose of a hand runs
at about 20 fps which can be sufficient for real-time systems.
To demonstrate a possible application we applied the resulting
poses to a model aircraft in a gaming environment; see Fig. 7.
The camera and projector are positioned next to the computer
screen and face towards the user. Note therefore that the hand in
the images captured (and shown in the figure) are the left hand
of the user, and the pictures of the model aircraft are shown as
the user would view them on the screen.

A reference plane is defined for the aircraft which is parallel
to theX–Y plane in system coordinates when the aircraft faces
forward (away from the user, e.g. Fig. 7a). The differences in
rotation and translation from the previous frame are determined,
the plane is transformed at the current frame to coincide with
the estimated pose of the hand, and the aircraft is rotated and
moved accordingly. In this manner two rotational DOF can be
controlled (Fig. 7b and c), and one translation DOF that may be
used to control the forward speed (Fig. 7d).

The three DOF mentioned can be sufficient for this appli-
cation, and provide the user with a immersive sense of control.
The movements of the aircraft appear continuous and smooth,
due to the system operating at approximately 20 fps (the time
required to apply the calculated pose to the aircraft and render
the result is short relative to those listed in Table 2).

The two remaining translational DOF (those that allow two-
dimensional movement within the plane) could be incorporated
as well by simply tracking the bounding box of the hand in the
image. These could then be used to move the aircraft left, right,
up and down. The remaining rotational DOF (allowing in-plane
rotation) is slightly more difficult and would require, for exam-
ple, some analysis of the actual 2D shape of the hand and how
it rotates about the normal of the least-squares plane from one
frame to the next.

Note that in the current system we do not attempt to first
segment the hand from background regions of the image be-



(a) initial orientation (b) yaw
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Figure 7: The position and orientation of a hand is tracked in
real-time and shown here to control the yaw, pitch and speed of
a model aircraft. Note that the images of the hand are shown
from the camera’s point of view and those of the model aircraft
from the user’s.

cause (it is assumed that) the background is far away. Stripes
projected on background objects should therefore be out of fo-
cus so that they are not detected in the image and hence will not
appear in the reconstructed model.

Also, stripes are currently located and indexed in every im-
age frame completely independently. A further speed-up may
be possibly if some temporal consistency constraint is incorpo-
rated, e.g. one that in some way bounds the spatial displacement
of a particular stripe from one frame to the next.

4. Conclusions
We presented a system for the 3D reconstruction and pose track-
ing of a near-planar surface in real-time (around 20 frames per
second). The system incorporates a simple structured light ap-
proach with a pattern of uncoded stripes to acquire 3D surface
data, and fits a weighted least-squares plane in order to estimate
position and orientation. A possible use was demonstrated in
the form of an HCI system where the user controls 3 degrees
of freedom of a model aircraft by moving and rotating an open
hand in front of the structured light device.

The technique can be applied to various other problems
such as the real-time capturing of non-rigid surfaces for defor-

mation analysis or animation purposes, or the data generation
and analysis for dynamic scene understanding.
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