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Equilibrium ensembles
N-particle system
Hamiltonian: H(ω)
Macrostate: M(ω)

Microcanonical u = H/N ME

Pu(ω) = const · δΛ|u

Density of states:

Ω(u) =

∫
δ(H(ω)− uN) dω

Entropy:

s(u) = lim
N→∞

1

N
ln Ω(u)

Equilibrium states:

Eu = {mu}

Canonical β CE

Pβ(ω) = e−βH(ω)/Z (β)

Partition function:

Z (β) =

∫
e−βH(ω) dω

Free energy:

ϕ(β) = lim
N→∞

− 1

N
ln Z (β)

Equilibrium states:

Eβ = {mβ}
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Equivalence of ensembles

ME
?
= CE

Thermodynamic level

u
?←→ β

s(u)
?←→ ϕ(β)

Macrostate level

Eu ?←→ Eβ

Short-range systems have equivalent ensembles

Long-range systems may have nonequivalent ensembles

Related to concavity of s(u)

Short-range

s

u

Long-range

s

u

Small (finite)

s

u
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Short- vs long-range interactions

Potential:
V (r) =

c

rα

Interaction energy:

U =

∫ R

ε
V (r) dd r ∝

{
Rd−α α 6= d
ln R α = d

R

ε

Short-range interaction

α > d

Long-range interaction

α < d

α α/d Type

Collisions ∞ ∞ short
Gravity 1 1/3 long
Coulomb 1 1/3 long (short)
Mean-field 0 0 long (∞)
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Short- vs long-range interactions (cont’d)

ε

Finite-range interaction

Finite correlation length

Extensive energy: U ∼ N

Bulk dominates over surface

Sub-system separation

Entropy always concave

ε

Interaction is ‘infinite’ range

Infinite correlation length

Non-extensive energy

Bulk ∼ surface

No separation

Entropy possibly nonconcave
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Concave entropy – Short-range

[Ruelle, Lanford 1960s]

Entropy:

s(u) = lim
N→∞

1

N
ln ΩN(U = Nu)

Separation argument:

U,N U ,N1 1 U ,N2 2

U ≈ U1 + U2

ΩN(U1 + U2) ≥ ΩN1(U1) ΩN2(U2)

s

uu1 u2

s(αu1 + ᾱu2) ≥ αs(u1) + ᾱs(u2)
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Nonconcave entropies – Long-range

[Lynden-Bell 1969, Thirring 1970, Gross 1997]

Interaction is ‘infinite’ range

No separation possible

Entropy can be nonconcave

ε

Mean-field Potts model

s(u)

u
1

2
− 1

4
− 1

6
−

Mean-field φ4 model

1
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m

s(ε,m)
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Two-block spin model

[HT Am J Phys 2008]

↑ ↓ · · · ↑ ↑ ↑ . . . ↑
s1 s2 sN Nσ

↑ H

Total energy: U =
N∑

i=1

si + Nσ

Energy per spin:

u =
U

N
∈ [−2, 2]

Entropy:

s(u) =

{
s0(u + 1) u ∈ [−2, 0]
s0(u − 1) u ∈ (0, 2]

- 2 - 1 0 1 2

0

0.2

0.4

0.6

u

s(u)

ln2

G

M1 M2

C E
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Legendre duality

Microcanonical Canonical

s(u)

u

slope= β

slope= u
ϕ(β)

β

s(u) = βu − ϕ(β) ϕ(β) = βu − s(u)
ϕ′(β) = u s ′(u) = β

s ←→ ϕ
u ←→ β

s = ϕ∗ ϕ = s∗

Thermodynamic equivalence of ensembles
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Breakdown of Legendre duality
s

u

ϕ

β u

s**

Non-concave Always concave
s

ϕ = s∗

s∗∗ = ϕ∗

s 6= s∗∗

s 6= ϕ∗

Thermodynamic nonequivalence of ensembles
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First-order phase transitions

ϕ

βu

s**

βc

βc

ul uh

ul
uh

β

ul

uh

uβ

βc

s(u) nonconcave ⇒ ϕ(β) non-differentiable

First-order phase transition in canonical ensemble

Latent heat: ∆u = uh − ul

Canonical skips over microcanonical
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Negative heat capacities

c =
du

dT

Canonical

T = β−1

u = uβ

ccan(β) = −β2ϕ′′(β) > 0

Microcanonical
u

T = s ′(u)−1

cmicro(u) = −s ′(u)2 s ′′(u)−1

cmicro < 0 ⇒ s is nonconcave

Hugo Touchette (QMUL) Nonequivalent ensembles March 2011 13 / 26

Macrostate nonequivalence

[Eyink & Spohn JSP 1993; Ellis, Haven & Turkington JSP 2000]

s

u

s

u

s**

s

u

s**

Thermo level s = ϕ∗ s 6= ϕ∗

Macrostate level Eu = Eβ Eu 6= Eβ
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Systems with nonconcave entropies
[Campa, Dauxois & Ruffo Phys Rep 2009]

Gravitational systems
I Lynden-Bell, Wood, Thirring (1960-)
I Chavanis (2000-)

Spin systems

I Mean-field Blume-Emery-Griffiths model
I Mean-field Potts model (q ≥ 3)
I Mean-field φ4 model

2D turbulence model
I Point-vortex models (Onsager, 1949)
I Kiessling & Lebowitz (1997)
I Ellis, Haven & Turkington (2002)

Optical lattices (quantum spins)
I Kastner (2010)

s(u)

u
1

2
− 1

4
− 1

6
−

1

0

0.5

1

1.5

-1
-0.5

0
0.5

ε=0.16

ε=0.08

ε=-0.04

ε=0.04

ε=0

m

s(ε,m)

traces over the single-spin Hilbert spaces C2, which can be
easily performed. (iv) The resulting high-dimensional
complex integral can be solved in the thermodynamic limit
N ! 1, for example, by the method of steepest descent.

The final result for the microcanonical entropy of the
Curie-Weiss anisotropic quantum Heisenberg model in the
thermodynamic limit is

sðe;mÞ ¼ ln2$ 1
2½1$ fðe;mÞ& ln½1$ fðe;mÞ&

$ 1
2½1þ fðe;mÞ& ln½1þ fðe;mÞ& (5)

with

fðe;mÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

"
1$ !3

!?

#
$ 2e

!?

s
; (6)

and !? ¼ maxf!1;!2g [16], where sðe;mÞ is defined on the
subset of R2 for which

0<m2ð!? $ !3Þ $ 2e < !? and 2e <$m2!3: (7)

The result is remarkably simple, in the sense that an
explicit expression for sðe; mÞ can be given. This is in
contrast to the canonical ensemble, where gð"; hÞ is given
implicitly as the solution of a maximization [13]. Plots of
the domains and graphs of sðe;mÞ are shown in Fig. 1 for a
number of coupling strengths !?, !3.

Nonequivalence of ensembles.—On a thermodynamic
level, equivalence or nonequivalence of the microcanoni-
cal and the canonical ensembles is related to the concavity
or nonconcavity of the microcanonical entropy [5]. By
inspection of rows three to seven in Fig. 1 [or by simple
analysis of the results in (5)–(7)], the entropy s for !? >
!3 is seen to be a concave function on a domain which is a
convex set. For !? < !3, the domain is not a convex set
and therefore the entropy is neither convex nor concave. In
the latter case, microcanonical and canonical ensembles
are not equivalent, in the sense that it is impossible to
obtain the microcanonical entropy sðe;mÞ from the canoni-
cal Gibbs free energy gð"; hÞ, although the converse is
always possible by means of a Legendre-Fenchel
transform.

The physical interpretation of ensemble equivalence is
that every thermodynamic equilibrium state of the system
that can be probed by fixing certain values for e and m can
also be probed by fixing the corresponding values of the
inverse temperature"ðe;mÞ and the magnetic field hðe;mÞ.
In the situation !? < !3 where nonequivalence holds, this
is not the case: only equilibrium states corresponding to
values of (e, m) for which s coincides with its concave
envelope can be probed by fixing (", h); macrostates
corresponding to other values of (e, m), however, are not
accessible as thermodynamic equilibrium states when con-
trolling temperature and field in the canonical ensemble. In
this sense, microcanonical thermodynamics can be consid-
ered not only as different from its canonical counterpart,
but also as richer, allowing us to probe equilibrium states of
matter which are otherwise inaccessible. The realization of
a long-range quantum spin system by means of a cold

dipolar gas in an optical lattice offers the unique and
exciting possibility to study such states in a fully controlled
laboratory setting [17].
Thermodynamic equivalence of models.—Let us leave

aside for a moment the question of experimental realiza-

FIG. 1 (color online). Domains (left) and graphs (right) of the
microcanonical entropy sðe;mÞ of the anisotropic quantum
Heisenberg model for some combinations of the couplings !?,
!3. From top to bottom: ð!?;!3Þ ¼ ð1=4; 1Þ, (9=10, 1), (1, 1), (1,
9=10), (1, 1=2), (1, 1=5), (1, 0). For the domains, the abscissa is
the energy e and the ordinate is the magnetization m, and the
entropy is defined on the shaded area.

PRL 104, 240403 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
18 JUNE 2010

240403-3
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Gravitational systems
[Lynden-Bell, Wood, Thirring (60s and 70s), Chavanis (2000)]

Total energy:
E = 〈K 〉+ 〈V 〉

Virial theorem:
2〈K 〉+ 〈V 〉 = 0

Energy:
E = −〈K 〉 < 0 bound state

Kinetic temperature:
T ∝ 〈K 〉

Heat capacity:

C =
dE

dT
∝ dE

d〈K 〉 < 0

I T ↘ when E ↗
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Mean-field Potts model
[Ispolatov & Cohen Physica A 2000; Costeniuc, Ellis & HT JMP 2005]

Hamiltonian:

H = − 1

2N

N∑

i ,j=1

δωi ,ωj , ωi ∈ {1, 2, 3}

Distribution of spins: ν = (a, b, b)

Macrostate:

a =
# spins 1

N
I ME macrostate: a(u)
I CE macrostate: a(β)

Nonconcave entropy
I Nonequivalent ensembles
I First-order canonical phase transition
I Metastable states

s(u)

u
1

2
− 1

4
− 1

6
−

0 2 4 6 8 10

-0.5 -0.4 -0.3 -0.2

a

a

u

β
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φ4 model
[Campa, Ruffo & HT, Physica A 2007]

Hamiltonian:

H =
N∑

i=1

(
p2
i

2
− q2

i

4
+

q4
i

4

)
− 1

4N

N∑

i ,j=1

qiqj , pi , qi ∈ R

Magnetisation: m = 1
N

∑N
i=1 qi

Entropy: s(ε,m)
Effective field: h = −T∂ms
Susceptibility: χ = (∂mh)−1
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ε=0

m
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φ4 variants
[Hahn & Kastner 2006]

H =
N∑

i=1

(
q4
i

4
− q2

i

N

)

︸ ︷︷ ︸
V

− J

2N

(
2∑

i=1

qi

)2
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Fig. 1. Entropy s̃(z, m) (left plot) and its domain (right plot, gray hatched area) of the ϕ4-model without interaction from a
numerical evaluation of equation (11).
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Fig. 2. Entropy s(v,m) of the mean-field ϕ4-model for coupling constant J = 1 (left plot) and its domain (right plot, gray
hatched area). s(v,m) is obtained by a deformation (variable transformation) of the entropy s̃(z, m) of the non-interacting
model (see Fig. 1). Below a critical value vc of the potential energy v, the maximum of s with respect to the magnetization m
is located at a non-zero value of m.

function V , the mean potential energy per particle can be
written as

vN (ϕ) = zN (ϕ)− J

2
mN (ϕ)2, (14)

and for the corresponding macroscopic variable v the
equality

v = z − J

2
m2 (15)

holds. As a consequence, the entropy s(v, m) of the mean-
field ϕ4-model is obtained from the entropy of the non-
interacting model by a simple transformation of variables,

s(v, m) = s̃

(
v +

J

2
m2, m

)
. (16)

A plot of the resulting function is shown in Figure 2. For
large enough fixed values of the potential energy v, the
maximum of s with respect to m is again located at zero
magnetization. Below a critical value vc of the potential
energy, however, this is not the case anymore, indicat-
ing the occurrence of a phase transition. The transition is
found to be a continuous one, and vc is determined by a
change of curvature of s with respect to m along the line
of zero magnetization,

∂2s(vc, m)
∂m2

∣∣∣∣
m=0

= 0. (17)

From the results of Section 3.1, the critical potential en-
ergy vc in dependence of the coupling constant J can be
written as

vc(J) =
1
J − 1

4 tzc(J)
, (18)

where tzc is defined implicitly by

J tzc ω2(tzc , 0) = −1. (19)

It follows immediately that vc(1) = 0 and, since tz < 0,
that vc(J) > 0 for all J > 0. The integral ω2(tzc , 0) in
equation (19) can be rewritten in terms of modified Bessel
functions of the first kind Ik, yielding

ω2(tz, 0) =
1
2


1 +

I− 3
4

(
− tz

8

)
+ I 3

4

(
− tz

8

)

I− 1
4

(
− tz

8

)
+ I 1

4

(
− tz

8

)


 . (20)

This allows to derive asymptotic expansions of vc(J) for
small and large positive J , respectively, from the known
expansions of these Bessel functions.

Small J > 0: inserting the asymptotic expansion of equa-
tion (20) for large negative tzc into equation (19), solving
for tzc(J) and substituting into equation (18) finally yields

vc(J) = −1
4

+
1
2

J +O(J2). (21)

J = 0
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function V , the mean potential energy per particle can be
written as

vN (ϕ) = zN (ϕ)− J

2
mN (ϕ)2, (14)

and for the corresponding macroscopic variable v the
equality

v = z − J

2
m2 (15)

holds. As a consequence, the entropy s(v, m) of the mean-
field ϕ4-model is obtained from the entropy of the non-
interacting model by a simple transformation of variables,

s(v, m) = s̃

(
v +

J

2
m2, m

)
. (16)

A plot of the resulting function is shown in Figure 2. For
large enough fixed values of the potential energy v, the
maximum of s with respect to m is again located at zero
magnetization. Below a critical value vc of the potential
energy, however, this is not the case anymore, indicat-
ing the occurrence of a phase transition. The transition is
found to be a continuous one, and vc is determined by a
change of curvature of s with respect to m along the line
of zero magnetization,

∂2s(vc, m)
∂m2

∣∣∣∣
m=0

= 0. (17)

From the results of Section 3.1, the critical potential en-
ergy vc in dependence of the coupling constant J can be
written as

vc(J) =
1
J − 1

4 tzc(J)
, (18)

where tzc is defined implicitly by

J tzc ω2(tzc , 0) = −1. (19)

It follows immediately that vc(1) = 0 and, since tz < 0,
that vc(J) > 0 for all J > 0. The integral ω2(tzc , 0) in
equation (19) can be rewritten in terms of modified Bessel
functions of the first kind Ik, yielding

ω2(tz, 0) =
1
2


1 +

I− 3
4

(
− tz

8

)
+ I 3

4

(
− tz

8

)

I− 1
4

(
− tz

8

)
+ I 1

4

(
− tz

8

)


 . (20)

This allows to derive asymptotic expansions of vc(J) for
small and large positive J , respectively, from the known
expansions of these Bessel functions.

Small J > 0: inserting the asymptotic expansion of equa-
tion (20) for large negative tzc into equation (19), solving
for tzc(J) and substituting into equation (18) finally yields

vc(J) = −1
4

+
1
2

J +O(J2). (21)

J 6= 0
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Recent research: Ergodicity breaking
[Mukamel et al PRL 2005, Bouchet et al PRE 2008]

Nonconcave entropies can have disconnected support

Disconnected macrostate regions

Non-ergodic microcanonical dynamics

in the !K;E" plane, the magnetization m cannot assume any
value in the interval !#1; 1". There exist gaps in this
interval to which no microscopic configuration could be
associated. To see this, we take for simplicity the case
N$ >N#. It is evident that the local energy U satisfies 0 %
U % 2N#. The upper bound is achieved in microscopic
configurations where all down spins are isolated. This
implies that 0 % u % 1#m. Combining this with (4)
one finds that for positive m the accessible states have to
satisfy

m %
!!!!!!!!!!
#2!

p
; m & m$; m % m#

with m' ( #K '
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
K2 # 2!!# K"

q
:

(6)

Similar restrictions exist for negative m. These restrictions
yield the accessible magnetization domain shown in Fig. 2
for K ( #0:4. It is clear that this domain is not convex.
Entropy curves s!m" for some typical energies are given in
Fig. 3, demonstrating that the number of accessible mag-
netization intervals changes from one to three, and then to
two as the energy is lowered.

This feature of disconnected accessible magnetization
intervals, which is typical to systems with long-range
interactions, has profound implications on the dynamics.
In particular, starting from an initial condition which lies
within one of these intervals, local dynamics, such as the
one applied in this work, is unable to move the system to a
different accessible interval. Thus ergodicity is broken in
the microcanonical dynamics even at finite N.

To demonstrate this point we display in Fig. 4 the time
evolution of the magnetization for two cases: one in which
there is a single accessible magnetization interval, where
one sees that the magnetization switches between the
metastable m ( 0 state and the two stable states m (
'ms. In the other case the metastable m ( 0 state is
disconnected from the stable ones, making the system

unable to switch from one state to the other. Note that
this feature is characteristic of the microcanonical dynam-
ics. When local canonical dynamics, say, a Metropolis
algorithm [14], is applied, the system may cross the for-
bidden region (by moving to higher energy states where the
forbidden region diminishes). However, the breakdown of
ergodicity is manifested in the fact that the switching rate
between the accessible regions is exceedingly small, de-
creasing exponentially with N.

We conclude this study by considering the lifetime "!N"
of the m ( 0 state, when it is not the equilibrium state of
the system. In the case where m ( 0 is a metastable state,
corresponding to a local maximum of the entropy [such as
in Fig. 4(a)] we find that the life time satisfies ") eN!s

-1 -0.5 0 0.5 1
m
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FIG. 2. Accessible region in the !m; !" plane (shaded area) for
K ( #0:4. For energies in a certain range, gaps in the accessible
magnetization values are present.
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FIG. 3. The s!m" curves for K ( #0:4, and for typical energy
values, demonstrating that gaps in the accessible states develop
as the energy is lowered.

-0.5

0

0.5

1

1.5

m
-1 0 1

0 25 50 75 100
(MC sweeps)/1000

0

0.5

1

1.5

m
-1 0 1

a

b

FIG. 4. Time evolution of the magnetization for K ( #0:4
(a) in the ergodic region (! ( #0:318) and (b) in the nonergodic
region (! ( #0:325). The corresponding entropy curves are
shown in the insets.
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in the !K;E" plane, the magnetization m cannot assume any
value in the interval !#1; 1". There exist gaps in this
interval to which no microscopic configuration could be
associated. To see this, we take for simplicity the case
N$ >N#. It is evident that the local energy U satisfies 0 %
U % 2N#. The upper bound is achieved in microscopic
configurations where all down spins are isolated. This
implies that 0 % u % 1#m. Combining this with (4)
one finds that for positive m the accessible states have to
satisfy

m %
!!!!!!!!!!
#2!

p
; m & m$; m % m#

with m' ( #K '
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
K2 # 2!!# K"

q
:

(6)

Similar restrictions exist for negative m. These restrictions
yield the accessible magnetization domain shown in Fig. 2
for K ( #0:4. It is clear that this domain is not convex.
Entropy curves s!m" for some typical energies are given in
Fig. 3, demonstrating that the number of accessible mag-
netization intervals changes from one to three, and then to
two as the energy is lowered.

This feature of disconnected accessible magnetization
intervals, which is typical to systems with long-range
interactions, has profound implications on the dynamics.
In particular, starting from an initial condition which lies
within one of these intervals, local dynamics, such as the
one applied in this work, is unable to move the system to a
different accessible interval. Thus ergodicity is broken in
the microcanonical dynamics even at finite N.

To demonstrate this point we display in Fig. 4 the time
evolution of the magnetization for two cases: one in which
there is a single accessible magnetization interval, where
one sees that the magnetization switches between the
metastable m ( 0 state and the two stable states m (
'ms. In the other case the metastable m ( 0 state is
disconnected from the stable ones, making the system

unable to switch from one state to the other. Note that
this feature is characteristic of the microcanonical dynam-
ics. When local canonical dynamics, say, a Metropolis
algorithm [14], is applied, the system may cross the for-
bidden region (by moving to higher energy states where the
forbidden region diminishes). However, the breakdown of
ergodicity is manifested in the fact that the switching rate
between the accessible regions is exceedingly small, de-
creasing exponentially with N.

We conclude this study by considering the lifetime "!N"
of the m ( 0 state, when it is not the equilibrium state of
the system. In the case where m ( 0 is a metastable state,
corresponding to a local maximum of the entropy [such as
in Fig. 4(a)] we find that the life time satisfies ") eN!s

-1 -0.5 0 0.5 1
m

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

ε

FIG. 2. Accessible region in the !m; !" plane (shaded area) for
K ( #0:4. For energies in a certain range, gaps in the accessible
magnetization values are present.
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FIG. 3. The s!m" curves for K ( #0:4, and for typical energy
values, demonstrating that gaps in the accessible states develop
as the energy is lowered.
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FIG. 4. Time evolution of the magnetization for K ( #0:4
(a) in the ergodic region (! ( #0:318) and (b) in the nonergodic
region (! ( #0:325). The corresponding entropy curves are
shown in the insets.

PRL 95, 240604 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
9 DECEMBER 2005

240604-3
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Generalized canonical ensemble

[Costeniuc, Ellis, HT & Turkington JSP 2005; Costeniuc, Ellis & HT PRE 2006]

Canonical ensemble

Z (β) =
∑

ω

e−βU

ϕ(β) = lim
N→∞

− 1

N
ln Z (β)

s 6= ϕ∗

Generalized canonical ensemble

Zg (β) =
∑

ω

e−βU−Ng(U/N)

ϕg (β) = lim
N→∞

− 1

N
ln Zg (β)

s = ϕg
∗ + g

Recover equivalence with modified Legendre transform

Gaussian ensemble: g(u) = γu2

Betrag ensemble: g(u) = γ|u − u0|
Universal ensembles: equivalence recovered with γ →∞
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Quasi-stationary states
[Campa, Dauxois & Ruffo Phys Rep 2009]

Long-lived states 6= ME or CE equilibrium states

Nonequilibrium states

First observed in Hamiltonian mean-field model

Described using Vlasov equation (kinetic theory)

Generic for long-range systems?

A. Campa et al. / Physics Reports 480 (2009) 57–159 121

Fig. 32. Caloric curve of the HMF Hamiltonian (126). The solid line is the equilibrium result in both the canonical and the microcanonical ensemble. The
second order phase transition is revealed by the kink at εc

g = 3/4. The three values of the energy indicated by the vertical lines are the stability thresholds
for the homogeneous Gaussian (dashed), power-law of Eq. (295) with ν = 8 (dash–dotted) and water-bag (dotted) initial momentum distribution. The
Gaussian stability threshold coincides with the phase transition energy. The points are the results of constant energy (microcanonical) simulations for the
Gaussian (losanges), the power-law (squares) and the water-bag (triangles). Simulations were performed with N = 5000.

0.00

10 10104 80

0.35

Fig. 33. Time evolution of the modulus of the magnetization m(t) for different particle numbers: N = 103, 2 × 103, 5 × 103, 104 and 2 × 104 from left
to right (ε = 0.69). In all cases, an average over several samples has been taken. Two values of the magnetization, indicated by horizontal arrows, can be
identified in this figure: the upper one (labeled BG) corresponds to the expected equilibrium result for the magnetization, while the lower one, labelled
QSS, represents the value ofM in the quasi-stationary state.

Vlasov equation, provided mx and my are determined self-consistently from Eq. (273). Obviously this does not yet mean
that this solution is also stable. This latter observation has suggested to study numerically the stability of f0 by checking the
stationarity of the first fewmomentsµn = �en�N . Since the stationarity of themoments is a necessary condition for stability,
the vanishing, for a long time lapse, of the time derivatives µ̇n = dµn/dt , for n = 1, 2 and 3, has been used as a numerical
suggestion that the system is in a QSS and that the distribution f0(θ , p) is a stable stationary solution of the Vlasov equation.
On the contrary, large derivatives clearly indicate a non-stationary state.

Fig. 34 presents the temporal evolution of these quantities, together with the temporal evolution of themodulusm of the
magnetization, for power-law (ν = 8) and Gaussian initial distributions in the case of an energy ε in the interval [εc

pl, ε
c
g].

In the stable case (a), the stationarity holds throughout the computed time since one notices that the three quantities µ̇n
have vanishingly small fluctuations around zero. On the contrary, in the unstable case (b), the system is first in an unstable
stationary state (τ < 0.0005), before becoming non-stationary (0.0005 < τ < 0.003) and finally reaches stable stationary
states (τ > 0.003). Consequently the system evolves among different Vlasov stationary states. In the stable case (a), the
magnetization m stays around zero before taking off around τ = 20 to reach the equilibrium value m∗. In the unstable
case, Fig. 34(b) shows that after experiencing unstable stationary and non-stationary states, the system presents a slow
quasi-stationary evolution across the infinite number of stationary and stable Vlasov states. In Ref. [26], a careful numerical
study has shown that this slow characteristic timescale associated to this final relaxation toward the Boltzmann–Gibbs
equilibrium is proportional to N1.7. However, this law might be dependent on the energy ε and on the initial distributions.
The previous subsection allows however to claim that this relaxation timescale is larger than N at least. This is thus a very
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Other ensembles: DNA stretching experiments

[Cluzel et al Science 1996, Sinha & Samuel PRE 2005]

Isotensional ensemble

Force: F = cte

Extension: x fluctuates

〈x〉 vs F F

x

Isometric ensemble

Force: F fluctuates

Extension: x = cte

〈F 〉 vs x F

x

Single molecule: Different ensembles

Generally equivalent in thermo limit

Possibly nonequivalent
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Other topics
2D turbulence (point-vortex models with log interactions)
[Kiessling & Lebowitz LMP 1997]

[Turkington et al PNAS 2001; Ellis, Haven & Turkington 2002]

[Venaille & Bouchet PRL 2009]

I Application: Great Red Spot of Jupiter (ME = energy, circulation)
I Geophysical flows

Quantum systems [Kastner PRL 2010]
I Noncommuting macrostates? e.g., E and M

traces over the single-spin Hilbert spaces C2, which can be
easily performed. (iv) The resulting high-dimensional
complex integral can be solved in the thermodynamic limit
N ! 1, for example, by the method of steepest descent.

The final result for the microcanonical entropy of the
Curie-Weiss anisotropic quantum Heisenberg model in the
thermodynamic limit is

sðe;mÞ ¼ ln2$ 1
2½1$ fðe;mÞ& ln½1$ fðe;mÞ&

$ 1
2½1þ fðe;mÞ& ln½1þ fðe;mÞ& (5)

with

fðe;mÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

"
1$ !3

!?

#
$ 2e

!?

s
; (6)

and !? ¼ maxf!1;!2g [16], where sðe;mÞ is defined on the
subset of R2 for which

0<m2ð!? $ !3Þ $ 2e < !? and 2e <$m2!3: (7)

The result is remarkably simple, in the sense that an
explicit expression for sðe; mÞ can be given. This is in
contrast to the canonical ensemble, where gð"; hÞ is given
implicitly as the solution of a maximization [13]. Plots of
the domains and graphs of sðe;mÞ are shown in Fig. 1 for a
number of coupling strengths !?, !3.

Nonequivalence of ensembles.—On a thermodynamic
level, equivalence or nonequivalence of the microcanoni-
cal and the canonical ensembles is related to the concavity
or nonconcavity of the microcanonical entropy [5]. By
inspection of rows three to seven in Fig. 1 [or by simple
analysis of the results in (5)–(7)], the entropy s for !? >
!3 is seen to be a concave function on a domain which is a
convex set. For !? < !3, the domain is not a convex set
and therefore the entropy is neither convex nor concave. In
the latter case, microcanonical and canonical ensembles
are not equivalent, in the sense that it is impossible to
obtain the microcanonical entropy sðe;mÞ from the canoni-
cal Gibbs free energy gð"; hÞ, although the converse is
always possible by means of a Legendre-Fenchel
transform.

The physical interpretation of ensemble equivalence is
that every thermodynamic equilibrium state of the system
that can be probed by fixing certain values for e and m can
also be probed by fixing the corresponding values of the
inverse temperature"ðe;mÞ and the magnetic field hðe;mÞ.
In the situation !? < !3 where nonequivalence holds, this
is not the case: only equilibrium states corresponding to
values of (e, m) for which s coincides with its concave
envelope can be probed by fixing (", h); macrostates
corresponding to other values of (e, m), however, are not
accessible as thermodynamic equilibrium states when con-
trolling temperature and field in the canonical ensemble. In
this sense, microcanonical thermodynamics can be consid-
ered not only as different from its canonical counterpart,
but also as richer, allowing us to probe equilibrium states of
matter which are otherwise inaccessible. The realization of
a long-range quantum spin system by means of a cold

dipolar gas in an optical lattice offers the unique and
exciting possibility to study such states in a fully controlled
laboratory setting [17].
Thermodynamic equivalence of models.—Let us leave

aside for a moment the question of experimental realiza-

FIG. 1 (color online). Domains (left) and graphs (right) of the
microcanonical entropy sðe;mÞ of the anisotropic quantum
Heisenberg model for some combinations of the couplings !?,
!3. From top to bottom: ð!?;!3Þ ¼ ð1=4; 1Þ, (9=10, 1), (1, 1), (1,
9=10), (1, 1=2), (1, 1=5), (1, 0). For the domains, the abscissa is
the energy e and the ordinate is the magnetization m, and the
entropy is defined on the shaded area.

PRL 104, 240403 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
18 JUNE 2010

240403-3

Nonconcave vs affine entropies
[HT, Harris & Tailleur PRE 2010]

ϕ

β u

s**s

u
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Conclusion
s

u

ϕ

β u

s**

Short-range Long-range

Entropy Always concave Possibly nonconcave

Legendre transform Duality Possibly non-dual

Equivalent ensembles Yes Possibly nonequivalent

First-order PT Affine s(u) Affine/nonconcave s(u)

Open problems

What type of interaction leads to nonequivalent ensembles?

Experimental measurements of nonconcave entropies?
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