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Landscape

Control theory

Steam engines
(Watts 1776)

Mechanics

Dynamical systems
(Lyapunov 1892)

Stochastic systems

Optimal control theory

Dynamic programming
(Bellman 1957)

Information theory

Norbert Wiener 1948

Claude Shannon 1948

Probability theory

Stochastic systems

Physics

Classical mechanics

Quantum control

Statistical mechanics

Control: Optimize some function with given set of actions

Strong link with optimization theory
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Control systems

Examples

Human drivers / auto-pilot systems

Cars: fuel injection, anti-skidding, anti-lock breaks,...

Heating / cooling systems

controller = sensor + actuator

Sensor: What sees the system to control

Actuator: What acts on the system

Design or protocol: Given sensing-action sequence
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Open- vs closed-loop control

Open-loop control

No sensor – no information required

Closed-loop or feedback control

With sensor – information required and used
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Examples
Watts governor

Fuel injection system

Cantilever cooling

Feedback Cooling of a Cantilever’s Fundamental Mode below 5 mK

M. Poggio,1,2 C. L. Degen,1 H. J. Mamin,1 and D. Rugar1

1IBM Research Division, Almaden Research Center, 650 Harry Rd., San Jose California 95120, USA
2Center for Probing the Nanoscale, Stanford University, 476 Lomita Hall, Stanford California 94305, USA

(Received 7 February 2007; published 2 July 2007)

We cool the fundamental mechanical mode of an ultrasoft silicon cantilever from a base temperature of
2.2 K down to 2:9! 0:3 mK using active optomechanical feedback. The lowest observed mode
temperature is consistent with limits determined by the properties of the cantilever and by the
measurement noise. For high feedback gain, the driven cantilever motion is found to suppress or ‘‘squash’’
the optical interferometer intensity noise below the shot noise level.

DOI: 10.1103/PhysRevLett.99.017201 PACS numbers: 85.85.+j, 42.50.Lc, 45.80.+r, 46.40."f

Feedback control of mechanical systems is a well-
established engineering discipline which finds applications
in diverse areas of physics, from the stabilization of large
cavity mirrors used in gravitational wave detectors [1] to
the control of tiny cantilevers in atomic force microscopy
[2–6]. Recently, the prospect of cooling a mechanical
resonator to its quantum ground state has spurred renewed
interest in the damping of oscillators through both active
feedback [7,8] and passive backaction effects [9–12].
Motivated by the ability to make ever smaller mechanical
devices and ever more sensitive detectors of motion, re-
searchers are pushing towards a regime in which collective
vibrational motion should be quantized [13]. In combina-
tion with conventional cryogenic techniques, the cooling of
a single mechanical mode using feedback may provide an
important step towards achieving the quantum limit in a
mechanical system. Here, we demonstrate the feedback
cooling of an ultrasoft silicon cantilever to below 5 mK
starting from a base temperature as high as 4.2 K. Starting
from this temperature, the vibrational mode of the oscil-
lator is cooled near the level of the measurement noise,
which sets a fundamental limit on the cooling capacity of
feedback damping [7,14]. In the future, minimizing such
noise may be key to achieving single-digit mode occupa-
tion numbers.

We study the fundamental mechanical mode of two
120# 3# 0:1-!m single-crystal Si cantilevers of the
type shown in Fig. 1(b). The ends of the levers are designed
with a 2# 15-!m mass which serves to suppress the
motion of flexural modes above the fundamental [15].
Cantilevers 1 and 2 have resonant frequencies of 3.9 and
2.6 kHz, respectively, due to the difference in mass of the
samples which have been glued to their ends. The sample
on cantilever 1 is a 0:1-!m3 particle of SmCo while the
sample on cantilever 2 is a 50-!m3 particle of CaF2
crystal. Both samples are not related to the work presented
here aside from the added mass which they contribute. The
oscillators’ spring constants are both determined to be k $
86 !N=m through measurements of their thermal noise
spectra at several different base temperatures. Each canti-
lever is mounted in a vacuum chamber (pressure <1#

10"6 torr) at the bottom of a dilution refrigerator which has
been isolated from environmental vibrations. The motion
of the lever is detected using laser light focused onto a
10-!m-wide paddle near the mass-loaded end and re-
flected back into an optical fiber interferometer [16]. One
hundred nW of light are incident on the lever from a
temperature-tuned 1550-nm distributed feedback laser di-
ode [17]. The interferometric cantilever position signal is
sent through a differentiator circuit and a variable elec-
tronic gain stage back to a piezoelectric element which is
mechanically coupled to the cantilever, as shown schemati-
cally in Fig. 1(a). The overall bandwidth of the feedback
was limited to 300 Hz–15 kHz by bandpass filters. For
negative gain, this feedback loop has the effect of produc-
ing a damping force on the cantilever proportional to the
velocity of its oscillatory motion.

For frequencies in the vicinity of the fundamental mode
resonance, the motion of a cantilever is well approximated
by

−
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=

+
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FIG. 1. (a) Schematic diagram of the experimental setup
and (b) scanning electron micrograph of a representative Si
cantilever.
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Molecular cooling

=−!Ec!2Re"!# /2. Conversely, the forward-scattered field, or
equivalently, the molecule’s index of refraction, results in a
molecular-position-dependent detuning "m=#$c cos"2kxm# of
the resonator from its average resonance frequency %c $3,4%.
Here #=&'(sc /U0 is a dimensionless parameter characteriz-
ing the molecule-cavity coupling, and the single-atom coop-
erativity 2'=12F / ")k2w2# can be interpreted as the fraction
of photons scattered into the resonant cavity.

For incident light detuned by an amount "i=ck−%c rela-
tive to the resonator, the time-varying detuning "m"t# of the
resonator by the moving molecule changes the resonator
transmission by a fraction *"t#. The transmitted power is
measured and used as an error signal in a feedback loop to
adjust the incident power by a fraction −*fb"t# "Fig. 1#. In
order to ignore cavity-induced forces arising from the finite
response time of the resonator $3,4%, we take its linewidth
2$c to be much larger than both the feedback bandwidth and
the Doppler frequency 2kv, such that the intracavity power
Pc"t# adjusts instantaneously to a value determined by the
total light-resonator detuning "t"t#="i−"m"t#. If both the
molecule and the feedback loop produce only small changes
"!"m! /$c , !*fb!+1#, then the fractional deviation *"t#
= Pc"t# / P0−1 of the intracavity power Pc"t# from its unper-
turbed value P0 "for "m=*fb=0# is

*"t# = r$c
−1"m"t# − *fb"t# . "1#

The moving molecule modulates the intracavity power by an
amount r"m /$c proportional to the normalized resonator
slope r=2"i$c / "$c

2+"i
2#, while the feedback loop adjusts the

incident power by a fraction −*fb"t#. If the molecule’s kinetic
energy far exceeds the light shift U0, then to lowest order
"m"t# is determined by the molecule’s unperturbed motion
xm=vt. We introduce the open-loop feedback gain H"s# for
the Laplace transformed quantities *̃fb"s#, *̃"s# via *̃fb=H*̃.
Then H"i%#=H1"%#+ iH2"%#, with real and imaginary parts
H1 and H2, respectively, is the complex gain in the frequency
domain. If the loop is stable, the steady-state solution of Eq.
"1# in the time domain is given by

*"t# = r#
$1 + H1"2kv#%cos"2kvt# + H2"2kv#sin"2kvt#

!1 + H"2ikv#!2
.

"2#

H1"2kv# and H2"2kv# are the open-loop gain in phase and in
quadrature with the molecular-motion-induced intensity
modulation "m"t#=#$c cos"2kvt#, respectively. They deter-

mine the closed-loop signal *"t#, and thereby the time varia-
tion of the optical-potential depth U"t#=U0$1+*"t#%. In the

limit U0+ 1
2mv2, work is done on the molecule at a rate Ẇ

=*"t#fu"t#v to lowest order, where fu=2kU0 sin"2kvt# is the
unperturbed force. The component sin"2kvt# of *"t# in phase
with fu produces a dissipative force with time average f
= &Ẇ' /v given by

f"v# = &k'(sc
rH2"2kv#

!1 + H"2ikv#!2
. "3#

This expression, valid for arbitrary laser detuning from mo-
lecular resonances below saturation, shows that the friction
force f depends on molecular parameters exclusively through
the Rayleigh scattering rate (sc. f is proportional to the rate
of momentum transfer 2&k'(sc due to backward scattering
into the resonator at rate '(sc, multiplied by a dimensionless
function of the molecule velocity. In particular, the sign and
velocity dependence of f are determined by the frequency-
dependent loop gain H"i%#. The dissipative force f is maxi-
mum for a resonator-light detuning "i= ±$c that gives the
largest slope r= ±1. In the following we assume "i=−$c "r
=−1#, such that H"s#,0 corresponds to negative feedback.

The cooling force f is proportional to the quadrature com-
ponent sin"2kvt# of the intracavity light modulation in closed
loop, given by H2 / !1+H!2, evaluated at the Doppler fre-
quency 2kv. In particular, for very small or very large open-
loop gain "!H!2+1 or !H!2-1#, this relevant quadrature of
the intensity variation, and hence f , will be small. The
velocity-dependent term takes on its maximum value 1/ "2
+2H1# when the quadrature gain H2 and the in-phase gain H1
are related by !H2!= !1+H1!. When !1+H1!+1, the feedback
loop regeneratively amplifies the intensity variation caused
by the moving molecule. However, the heating of the mol-
ecule due to noise amplification is then also increased.

The simplest stable cooling loop is a differentiator $17%
Hd"i%#= i% / "2ku#, with unity gain frequency 2ku. "The gain
can be rolled off outside the velocity range of interest to the
cooling.# We assume for simplicity that the laser is far de-
tuned from molecular resonances compared to the Doppler
shift 2kv, such that (sc is independent of v. The
differentiator-induced cooling force fd is then given by

fd"v# = − &k'(sc
uv

u2 + v2 . "4#

The maximum force &k'(sc /2, attained for the unity-gain
velocity v=u, is the same as in conventional Doppler cooling
at the photon scattering rate '(sc /2, but the differentiator
force, falling off as 1 /v rather than 1/v3, provides a signifi-
cantly larger velocity capture range. Figure 2 shows that
higher-order loops can substantially extend the velocity cap-
ture range while maintaining the low-velocity friction coef-
ficient !0=!f /!v that determines the final temperature.

Technical or quantum noise *̂"t# in the light-induced po-
tential U"t#=U0$1+ *̂"t#% will heat a particle moving at ve-
locity v in proportion to the spectral noise density at the
modulation frequency 2kv of the unperturbed force. We de-
fine the single-sided fractional spectral noise density Sc"%#

H(s)

P qv

m(t)
fb(t)

i+
(t)

FIG. 1. "Color online# Schematic of continuous-feedback cool-
ing. The moving molecule periodically detunes the standing-wave
resonator by "m"t#. The observed fractional change in cavity trans-
mission *"t# acts as an error signal that is applied to change the
input power Pi by a fraction −*fb"t#. The feedback open-loop gain
H"s# is set by an external electronic circuit.
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051405-2

(Velutic et al PRE 2007)
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Problem

“the problems of control engineering and communication
engineering were inseparables, and that they centered
around the fundamental notion of the message”

– Norbert Wiener, 1948

Questions

How much information is used in control?

How to define information?

Is there a trade-off information/performance?

Approach

Control reduces uncertainty/variability (Wiener, Ashby)

Uncertainty/variability = entropy (Maxwell, Shannon)

Information = mutual information (Shannon)
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Control as entropy reduction

Initial state

c1

c2
X X

c3

Target state

Good control

Target state reached from many initial states

Entropy is reduced

Bad control

Control randomizes the initial state

Entropy is increased

(Sometimes good: Anti-control, mixing, etc.)
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Control diagrams
(Neapolitan 1989; Pearl 2009)

Causal graphs in discrete time

Directed acyclic graphs (DAGs)

Open-loop control

X0 X1 X2 X3

C1 C2 C3

Closed-loop control

X0 X1 X2 X3

S1 S2 S3

C1 C2 C3

Sensor

Controller

Hugo Touchette (NITheP) Information and control July 2013 9 / 26

Basic DAG

(HT & Lloyd PRL 2000, Physica A 2004)

X : controlled system

S : sensor

A: actuator

Open-loop

p(x , x ′, c) = p(x)p(c)p(x ′|x , c)

Closed-loop

p(x , x ′, c) = p(x)p(c |x)p(x ′|x , c)
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Open-loop control

Entropy reduction

∆Hopen = H(X )− H(X ′)open

H(X ) = −
∑
x

p(x) log p(x) H(X ′) = −
∑
x ′

p(x ′) log p(x ′)

p(x , x ′, c) = p(x)p(c)p(x ′|x , c)
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Control dynamics and entropy

Dissipative

∆Hopen > 0

Many-to-one
mapping

Damping, friction

Conservative

∆Hopen = 0

One-to-one
mapping

Hamiltonian,
closed system

Expanding

∆Hopen < 0

One-to-many
mapping

Noise, chaos

Hugo Touchette (NITheP) Information and control July 2013 12 / 26



Open-loop entropy control

Deterministic:
Random:

fix c
fix p(c)

∆Hc
open

∆Hopen

Theorem

∆Hopen ≤ max
c

∆Hc
open

Follows from concavity of H(X )

Random control cannot out-performed deterministic control

Random actions increase entropy
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Closed-loop or feedback control

p(x , x ′, c) = p(x)p(c |x)p(x ′|x , c)

Entropy reduction

∆Hclosed = H(X )− H(X ′)closed

Sensor information

I (X ;C ) =
∑
x ,c

p(x , c) log
p(x , c)

p(x)p(c)

Correlation between X and C

Channel capacity in bits (Shannon)

Hugo Touchette (NITheP) Information and control July 2013 14 / 26



Closed-loop entropy control

Theorem

∆Hclosed ≤ ∆Hmax
open + I (X ;C )

where

∆Hmax
open = max

X ,c
∆Hopen

Limit on entropy reduction

Equality: optimal controller

∆Hclosed > 0 if I (X : C ) > −∆Hopen

Can reduce entropy with entropy-increasing actions
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Main idea: Conditional analysis

Open-loop Closed-loop

c2

X X
c1X

c2X

X X

c1
c1

c2

Closed-loop control = control based on information

Observation narrows down the initial state

Closed-loop acts on smaller sets of initial states
I Open-loop acts on X
I Closed-loop acts on X |c
I Entropy difference: H(X )− H(X |C ) = I (X ;C )
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Example: Two-state controller
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H(X ) = 1 H(X |c) = 0 H(X ′) = 0

∆Hopen = 0

∆Hclosed = I (X ;C ) = 1 bit

Controller is optimal
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Applications

Linear controllers

Control of chaotic maps (OGY)
(HT & Lloyd 2004)

Quantum control
(Kawabata 2003)

Adiabatic feedback control
(Allahverdyan & Saakian 2008)

Adaptive controllers / robots
(Polani & Nehaniv, Univ. Hertfordshire)

Stochastic ratchets / Brownian motors
(Cao, Feito & HT 2009)

Cooling systems:

∆Qclosed ≤ ∆Qopen + kBTI ln 2︸ ︷︷ ︸
Landauer’s cost

, ∆Q = kBT∆H
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Chaos control
(Ott, Grebogi, Yorke 1990)

Chaotic map:

xn+1 = f (xn) = r xn(1− xn), xn ∈ [0, 1], r ∈ [0, 4]

Controlled map (OGY):

xn+1 = r(xn) xn(1− xn) x̃n : estimate of xn
x∗ : target state

r(xn) = r − γ(x̃n − x∗)
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Chaos control (cont’d)
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Chaos control (cont’d)
(HT & Lloyd 2000, 2004)

!

!

! ! !

Open-loop

ε′ ≈ eλε

λ > 0

∆Hopen = log ε− log ε′

= −λ
< 0

Closed-loop

ε′ ≈ eλεm

∆Hclosed = log ε− log ε′

ε = ε′, ∆Hclosed = 0

εm = e−λε

I = log ε/εm
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Conclusion

Control = entropy reduction

Information in control = I (X ;C )

Controller = Maxwell demon

∆Hclosed ≤ ∆Hmax
open + I (X ;C )

Future work

Other systems
I Many time-steps
I Memory, non-Markovian correlations
I Continuous time
I Quantum systems (with coherent control)
I Stigmery: use environment to transfer info
I Sensor-actuator evolution

Quantities other than ∆H

Information in stochastic thermodynamics
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Future work: More general framework

Cost functional: A[x ]

Compare Aclosed, Aopen and I

Optimal control:
AI = inf

control designs

info < I

A[x ]

Related to rate distortion theory

Example:
〈e−βWT 〉open (Jarzynski 1997)

〈e−βWT 〉closed (Sagawa & Ueda 2010)

General approach

Optimal control theory

Conditional analysis
I Open-loop acts on X
I Closed-loop acts on X |c
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