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Problem

Physical

Stochastic process: X;
Observable: At[x]

Look at trajectories leading to AT = a

x(8)

Find an effective process that describes
these trajectories

Mathematical

a)

e Markov process: {X;}I_,

P(Ar

o Conditioned process: X;|Ar = a

e Is it a Markov process?

e Construct its generator a
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Markov conditioning

e State conditioning [Doob 1957]

Xe| Xre A target point or set
e Schrodinger bridge [Schrodinger 1931]

Xt | p(x, T) = q(x) target distribution

e Quasi-stationary distributions

| not reaching absorbing state = X;
~—

absorbing non-absorbing

Here
o X:|Ar with At defined on [0, T]
e Requires generalization of Doob's transform

e Asymptotic equivalence
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Comparaison with optimal paths

Low noise Not low noise

x(t)

e Fluctuation created Fluctuation created
by single path by many paths

e Reactive path or instanton No reactive path
e Freidlin-Wentzell 70s

e Onsager-Machlup 50s

Whole fluctuation process

Effective process
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Process

e Markov process: X: ==
e One or many particles .
e Equilibrium or nonequilibrium
e Includes external forces, reservoirs

|
|
]

o Master (Fokker-Planck) equation:

dep(x, t) = L p(x, 1)

e Generator:
v‘\/\z \ Y

e Path measure:

Plx] = P({xt}{o)

x(H)

t
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Examples of Markov processes

Pure jump process

e Transition rates:
W(x,y) = P(x = y in dt)/dt

e Escape rates:
Ax) =) W(x,y) = (W1)(x)

e Generator: L= W — )\ t
~—
off-diag diag

|
|
|

Pure diffusion

o SDE: dX, = F(X;)dt + ocdW,

e Generator:

D
L:F-V—F?VZ, D=occ"

X()
>
<}
—

t

Hugo Touchette (NITheP) Conditioned processes November 2015 6 /26



Conditioning observable

e Random variable: At[x] =T

e Jump processes:

|
J
|

1 [T 1
Ar = 7/ f(Xt) dt—F? g g (X, Xet)
0 AX£0

e Diffusions:
. Ty

1 [T 1 [T
Ar=2 /O F(X)dt+ 7 /O cxoa

Examples
e Occupation time X; € A

x(t)

e Mean number jumps (activity), current

e Work, heat, entropy production,...
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Rare event conditioning

Large deviation principle

P(Ar =a) = e~ Tl(a)

Meaning of ~:

lim —% In P(Ar = a) = I(a), P(AT = a) = o~ Tl(a)+o(T)

T—oo

 Rate function: /(a)

Exponentially rare fluctuations

Applies to many process / observables

Zero of | = Law of Large Numbers
e Small fluctuations = CLT
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Conditioned process

=a)

= <
Q
t a
o Conditioned process: X;|Atr = a
e Path distribution:
P[x, At = a] I(AT[x] — a)
P?[x] = P[x|Ar = a] = ’ = P|x
X = PllAT = o = LT = Pl "
e Path microcanonical ensemble
e Not necessarily Markov for T < oo
e Becomes equivalent to Markov process as T — oo
e Driven process )A(t
Conditioned processes November 2015 9/ 26
Spectral elements
Scaled cumulant function Gartner-Ellis Theorem
N\ differentiable, then
o L TKAT
A = lim In E[e ] @ LDP for At
T—oo

® [(a) =supi{ka — A
e keR (2) kp{ k)

Perron-Frobenius

Lire = Nir

o Tilted (twisted) operator: Ly
e Dominant eigenvalue: Aj
e Dominant eigenfunction: ry

Jump processes Diffusions
D
L= Weks — A+ kf Li=F-(V+kg)+ - (V+kg) + kf
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Driven process X;

Generator

L, = I’k_lﬁkrk — I’k_l(/:krk)

Generalization of Doob's transform (1957)

Action:

1
ri(x)
Markov operator: (Lx1) =0
Path distribution:

(Lkh)(x) = (Lirih)(x) — Ach(x)

PErven ] = 11 (X0) e AT 1 (X7) Pl
—— —~~

new original
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Main result
Hypotheses

e A7 satisfies LDP
 Rate function /(a) convex

o Other properties of spectral elements (gap, regular ry)

Result
Conditioned Driven
T—o0 N
Xt|AT = a = Xt k(a) = Il(a)
P?[x] = P/‘j(ri,;’)e" [x] almost everywhere
Ar=a AT — a in probability

e Driven process realizes conditioning AT = a

e Same typical states for other observables
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Interpretation of equivalence

Measure equivalence

_ dP?
lim —In

i
T—oo T dPgiven (w) =0, P? or P, "-ae.

A Pa[X] — Plilriven [X] eo(T)

e Same path measures on log scale

Observable equivalence

Conditioned Driven

N

Xt|AT =4 Xt

Br — b* < By — b*

e Same typical states

o Different fluctuations (LDPs) in general
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|dea of the proof

Microcanonical Canonical Driven
Xt|AT =4 )%t
cano ekTAT[X]
Pk [X] — E[ kTAT] P[X]
P?[x] = P[x|AT = 4] PR [x]

Driven — canonical
- Plc(lriven [X] — P;(:ano[X]

e Same large deviations

Microcanonical — canonical
o P?[x] < Pa"°[x] if I(a) convex
e Same typical states

e General result about conditioning vs tilting
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Driven process: Explicit form

Jump process
e Original process: W(x, y)

e Driven process:
Wi(x,y) = nc M (x) W(x,y) €40 ni(y),  k=1"(a)
e [Evans PRL 2004, Jack and Sollich PTPS 2010]

Diffusion

e Reference SDE:

dX; = F(X¢)dt + odW;
e Driven SDE:

dY: = Fi.(Ye)dt + odW,
e Modified drift:

Fi(y) = F(y) + D(kg + Vnry), k=1(a)
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Application: Brownian motion

e Process: W;
o Typical trajectories: w; ~ \/t

e Atypical trajectories:

W+ 1 [T
Ar = — = — dW
T T T/o ‘

Effective process

W, A+ = 2 X, = W, +
= 3 = — at
t| T t t . ,
added drift
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Langevin equation

dXt = —’}/Xtdt + Uth

Area Empirical variance
A —1/Tth Ay = 2 TX2dt
T — T 0 t T — 7/0 t
o Fo(x) =—yx+1a ® Fa:_U2X/(2a)
e Modified drift e Modified friction

ALY, *
V WW W
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Occupation conditioning

o0H

e Occupation set: S
e Occupation measure:

1 T
RT - ?/ ]].S(Xt)dt
0

o Conditioning: X:|Rr =r
e Related to: Brownian meander, quasi-stationary distributions
[Angeletti & HT arxiv:1510.04893]
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Applications

Sheared fluids

Interacting particle systems

e TASEP, ZRP, Glauber-Ising, rotators
e Conditioning: Occupation, current

Diffusions
e Occupation, current

Chemical reactions
e Occupation, concentration

Random walks on graphs

e Occupation, degree, etc. I~
b e i
0 1 2 n
\—//

Conditioning induces non-local forces/long-range interactions
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Large deviation simulations

a

(] P(AT = a) ~ e_Tl(a)

e Direct sampling: <
sample size = L~ e’
Importance sampling - reweighting
e Change process: X; — Y}
e Make A1 = a typical
e Change of measure:
dP
P(AT = a) =S Ex[5(AT — a)] = Ey [ﬁ 5(AT — a)]
e Estimator: L
A 1 () dPx
PL(a) = z 25(/47_ — a)dTW

J=1
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Large deviation simulations (cont'd)

e Driven process X; makes Ar = a typical
e Good change of process
e Optimal: estimator has asymptotic zero variance

Problem: X; requires r, Ax and I(a)

Learning algorithm
e Direct sampling + feedback — iterative estimation of ry
e Adaptive importance sampling
e Controlled sampling leading to driven process
e Markov chains: [Borkar 2008]
e Diffusions: [work with Florian Angeletti]
e Similar to [Nemoto-Sasa 2014]

o Different from cloning/splitting
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Conclusion
T—o0 ~
——— ~~
conditioned driven
microcanonical canonical

o Effective Markov dynamics for fluctuations
e Process (ensemble) equivalence

Other links

Variational principles (maxent, caliber)

Stochastic control

Quasi-stationary distributions

Conditional limit theorems (Gibbs conditioning)

Ongoing work
e Nonequilibrium systems

e Simulation of rare events

Hugo Touchette (NITheP) Conditioned processes November 2015 22 / 26



References

& R. Chetrite, H. Touchette
Nonequilibrium microcanonical and canonical ensembles...
Phys. Rev. Lett. 111, 120601, 2013

& R. Chetrite, H. Touchette
Nonequilibrium Markov processes conditioned on large deviations
Ann. Henri Poincaré 16, 2005, 2015

@ R. Chetrite, H. Touchette
Variational and optimal control representations...
arxiv:1506.05291

@ F. Angeletti, H. Touchette
Diffusions conditioned on occupation measures
arxiv:1510.04893

@ www.physics.sun.ac.za/ htouchette 5 %
UNIVERSITEIT RF

STELLENBOSCH National Research

Funded by Stellenbosch University and NRF UNIVERSITY Foundation
Conditioned processes November 2015 23 /26

Nonequilibrium systems

Nonequilibrium Equilibrium
J>0
Ta — Tb Tb J=0 Tb
e Microscopic dynamics: e Microscopic dynamics known

Wnoneq( N )? e Detailed balance:
X —=>y)!

We(x = y)  saE
: =e
e Many models possible Wei(y — x)

Evans’'s hypothesis [PRL 2004; JPA 2005]

W™ (x — y) = W (x — y|J)

e Nonequilibrium = conditioning of equilibrium
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Conditional limit theorems

e Sequence of RVs:
X1,X2,...,Xn, X;NP(X)

e Sample mean:

1 n
Sn =" ; F(X;)

Conditional marginal

ekf(x)
lim P(X; = x|Sp = s) =

n— 0o E[ekf(X)] P(X)

e Modified marginal under conditioning
e Similar results for Markov chains [Csiszar, Cover and Choi]

e No results for general Markov processes

Hugo Touchette (NITheP) Conditioned processes November 2015 25 /26

Control representations of PDEs

[Fleming, Sheu, Whittle, Dupuis-Ellis: 80s and 90s]

PDE "=Z" " Hamilton-Jacobi equation (Hopf-Cole)
b(x, 1) !
0t = Lo Dynamic programming
l
Optimal stochastic control = Doob transform

Optimal control for specific PDEs = driven process

Provides control characterization of conditioning

No conditioning in Fleming

No asymptotic equivalence (conditioning = driven)
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